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ABSTRACT: This paper presents results of experiments related to individual video camera identification using a correlation coefficient of fixed
pattern noise (FPN) in image sensors. Five color charge-coupled device (CCD) modules of the same brand were examined. Images were captured
using a 12-bit monochrome video capture board and stored in a personal computer. For each module, 100 frames were captured. They were inte-
grated to obtain FPN. The results show that a specific CCD module was distinguished among the five modules by analyzing the normalized correla-
tion coefficient. The temporal change of the correlation coefficient during several days had only a negligible effect on identifying the modules.
Furthermore, a positive relation was found between the correlation coefficient of the same modules and the number of frames that were used for
image integration. Consequently, precise individual camera identification is enhanced by acquisition of as many frames as possible.
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Camera identification is an advancing new field in image foren-
sics. The technology is useful to determine whether or not ques-
tionable images or questionable video sequences were recorded
using a specific camera. This type of identification proves useful in
the court for establishing the origin of images presented as evi-
dence. Kurosawa et al. (1,2) developed an individual video camera
identification method based on fixed pattern noise (FPN) of charge-
coupled device (CCD) arrays. The FPN contains characteristic pix-
els, so-called hot pixels, which have large dark current. Using the
proposed method to compare the coordinates of hot pixels in ques-
tioned video images of an actual sexual crime scene and the coor-
dinates of hot pixels generated in a suspect’s video camera, the
video sequence was shown to have been recorded with that camera
(2). This kind of individualization method is also useful for exam-
ining video-recorded images of kidnapping or child pornography,
for showing evidence of video editing, etc. Geradts et al. (3,4) and
Saitoh et al. (5) showed that digital photographs are identifiable by
comparison of pattern noise caused by pixel defects and the hot
pixels. These methods are useful not only for CCD mounted came-
ras but also for cameras equipped with complementary metal oxide
semiconductor (CMOS) image sensors.

Luk�Ð et al. (6,7) developed a new method to identify digital
photographs; it is based on evaluation of the correlation of photo-
response nonuniformity noise (PRNU) in image sensors. They
extracted the noise pattern from images of natural scenes using a
wavelet-based denoising filter. Then, a correlation coefficient
between the noise pattern and a reference pattern of a given camera
was calculated for identifying the camera. They tested nine digital
cameras of eight different camera brands, and their results showed
that the method was effective. Their study was practical because

photographs of natural scenes were used in their experiments,
whereas FPN caused by dark current can be observed only in dark
images. They also provided a unified framework for identifying the
source digital camera from its images and for revealing digitally
altered imaging using PRNU (8).

Another source camera identification method was proposed by
Bayram et al. Their method was identifying traces of a color filter
array (CFA) interpolation algorithm deployed by digital cameras
(9). They used the expectation–maximization algorithm to estimate
CFA interpolation algorithm: an interpolation kernel and a probabi-
lity map. Then, the estimated algorithm was classified with the
support vector machine to identify cameras. The method can be
used for camera model identification; however, it cannot be used
for individual camera identification because cameras of the same
model employ the same interpolation algorithm.

Our research interest is ‘‘individual video camera identification,’’
which distinguishes a specific video camera from among cameras
of the same brand. For this study, five analog video-image sensing
modules of the same brand were used to test the camera identifica-
tion method using the correlation coefficient of FPN. The studies
by Luk�Ð et al. (6,7) used the correlation coefficient of the pattern
noise; however, their research did not address video camera identi-
fication. In this present paper, experimental results are reported: the
correlation coefficient and temporal change of the coefficient.

Methods

Individual Camera Identification

Solid-state image sensors, such as CCD and CMOS image sen-
sors, typically comprise more than hundreds of thousands of pixels,
which function as photo detectors. Pixel-to-pixel variations pertain
in sensitivity and the amount of dark current (10). Pixel-to-pixel
variations in amplifier gain also exist in CMOS detectors. These
inconsistent electrical properties of pixels cause FPN (11,12), a sta-
ble noise component that is superimposed on image signals and
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which is independent from the image signals. Each image sensor is
considered to have a unique FPN because the pixel-to-pixel incon-
sistencies are formed during manufacturing; furthermore, the distri-
bution pattern of the variation is not controllable during fabrication.
Consequently, if FPN can be extracted from the images, it is
expected that individual camera identification is possible by evalua-
ting similarities of FPNs among images.

Experiments

In our experiments, five analog color CCD modules of the same
brand (MTV-54K0N) were used to examine FPN similarity. More-
over, the temporal change of the similarity was examined. The
module is 32 · 32 · 32 mm. We used the CCD modules in our
experiment because small camera modules of this type can be used
in criminal situations. The modules have 542(H) · 496(V) effective
pixels, which output the NTSC video standard signals. The serial
numbers of each module were G08047659, G08047663,
G08047665, G08047668, and G08047670.

To simplify the experimental conditions, blank images were
recorded by covering the camera lens with a lens cap at room tem-
perature. Therefore, FPN results mainly from heterogeneity of the
dark current under this condition. The imaging modules were
warmed for at least 30 min after power-on to stabilize the experi-
mental condition. The images were captured using a 12-bit mono-
chrome video capture board (PC-Visionplus; Dalsa Corp., Waterloo,
Ontario, Canada) and stored in a personal computer. The capture
board was introduced in our experiments because of its high ampli-
tude resolution of 12-bit. As signal amplitude of FPN is quite low,
high amplitude resolution is important for analyzing FPN involved
in video images. In the experiments, authors placed priority on the
amplitude resolution rather than color information. Therefore, the
12-bit monochrome video capture board was used because no 12-bit
color video capture board was available in our laboratory. The reso-
lution of captured images was 640 · 480 pixels. For each module,
100 frames (i.e., video images) were captured. In general, FPN was
hardly detected from a single captured frame because of the random
noise component involved in video signals. This is because the
power of FPN is less than that of the random noise component. To
suppress the power of the random noise component, the 100 cap-
tured frames were integrated. The integrated image was considered
as FPN in our experiments. It was obtained six times every 10 min
for each module (day 0). After leaving the devices switched off for
10 days, FPN was re-obtained using the same procedure (day 10).

Here, FPNi
k;Day¼j is defined as k-th obtained FPN (k = 1, 2, …,

6) for CCD module i (i = 1, 2, …, 5) at Day j (j = 0, 10). The
similarity of FPN was evaluated using the normalized correlation
coefficient r given as

r X; Yð Þ ¼ EX;Y X � lXð Þ Y � lYð Þ½ �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EX X � lXð Þ2
h ir ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

EY Y � lYð Þ2
h ir �1 � r � 1ð Þ

where X and Y are FPN, and where l denotes the average of pixel
values. The center region of FPN (the resolution: 540 · 380 pixels)
was used for calculating the normalized correlation coefficient.
Edge region was trimmed for calculating r because the captured
frames contained blank pixels at their frame edge; i.e., the pixel
value was always zero in the region, and because the influence of
the blank region was serious for precise calculation of r. All nor-
malized correlation coefficients for every combination of i, j, and k
were calculated. For this study, rðFPNi1

k1;Day¼j1; FPNi2
k2;Day¼j2Þ is

defined as the ‘‘intra-module’’ correlation coefficient when i1 = i2;

that is, the coefficient for the same modules. Furthermore, r is
defined as the ‘‘inter-module’’ correlation coefficient when
i1 < >i2; that is, the coefficient for different modules.

Results

All the normalized correlation coefficients rðFPNi1
k1;Day¼j1;

FPNi2
k2;Day¼j2Þ for every combination of i1, i2, k1, and k2 are depicted

in Fig. 1. These are the results when 100 frames were integrated for
obtaining FPN. The horizontal axis shows the CCD module number;
the vertical axis shows the normalized correlation coefficient r. The
plots on the left-hand side for each module are the correlation coeffi-
cients between FPN (day = 0) and FPN (day = 0); the plots on the
right-hand side are the coefficients between FPN (day = 0) and FPN
(day = 10). The intra-module correlation coefficients (i.e., for the
same modules) were 0.55–0.8, as portrayed in this graph. The inter-
module correlation coefficients (i.e., for different modules) were
< 0.4, which indicated a positive correlation between different indi-
viduals. The inter-module correlation coefficients were smaller than
the intra-module values. Therefore, it was considered that individual
camera identification is possible by evaluating r. Some intra-module
r values decreased markedly after 10 days (e.g., module no. 4). The
other values changed slightly after 10 days. However, the change
was small. It can be inferred that individual camera identification is
possible even after 10 days because differences remained between
the inter- and intra-module correlation coefficients. In general, tem-
poral changes of FPN are negligible. An example is the study of
Luk�Ð et al. (7), which mentioned stability of pattern noise over
5 years. A video image acquisition system with high amplitude reso-
lution and high signal-to-noise ratio is necessary to obtain a clear
FPN because the signal level of FPN is low and FPN is contaminated
with random noise. Although we used a 12-bit video image capturing
system, some improvement is necessary for more stable observation
of FPN. We assume that the change of r resulted from not enough
frame integration to rule out the stochastic noise component.

As described in the experimental method, 100 frames were inte-
grated for obtaining FPN to decrease the random noise component
involved in the captured frames. Figure 2 depicts the intra-module
correlation coefficients when the number of frames for integration

FIG. 1—Normalized correlation coefficients of fixed pattern noise (FPN)
when 100 frames were integrated. Plots on the left-hand side for each
module show correlation coefficients between FPN (day = 0) and FPN
(day = 0); plots on the right-hand side are coefficients between FPN
(day = 0) and FPN (day = 10).
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was changed from 10 to 1000. The horizontal axis represents the
number of frames, and the vertical axis represents r. The r value
increased concomitantly with the numerical increase of frames, and
exceeded 0.9 at 1000 frames. This result indicates that the module
outputs contained a non-negligible random noise component, which
decreased the intra-module r when the number of frames was
small. Figure 3 shows the intra-module and inter-module correla-
tion coefficients when 1000 frames were integrated. Under these
conditions, the intra-module correlation coefficients were >0.9,
whereas the inter-module correlation coefficients were <0.4. There-
fore, these results show that the modules can be identified clearly
using r because of the large gap. Furthermore, these results under-
score that numerous frames, as many as possible, are required for
precise video camera identification. One thousand frames are equiv-
alent to 33.3 sec in the NTSC video format.

Conclusion

Individual video camera identification using the correlation
coefficient of the FPN was studied in this paper. The

experimental results show that a specific CCD module can be
distinguished among five modules of the same brand by ana-
lyzing the normalized correlation coefficient of FPN. The coeffi-
cients changed slightly after 10 days. However, the change was
generally small. It was considered that the temporal change of
the coefficient during several days is negligible for camera iden-
tification. In addition, a positive relation was found between the
correlation coefficients of the same modules and the number of
frames that were used for image integration. Consequently, it is
desirable to acquire as many frames as possible for precise video
camera identification.

In the experiments, blank images were recorded to simplify the
experimental condition. Our future work will include video camera
identification using FPN caused by photo-response nonuniformity
in image sensors and development of a practical method to extract
FPN from images of natural scenes. Furthermore, experiments on
the temporal change of the correlation coefficients during several
years will be necessary.
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FIG. 2—Intra-module correlation coefficients when the number of frames
for integration was changed. Module no. 2 was used. Data were collected
three times.

FIG. 3—Normalized correlation coefficients of fixed pattern noise when
1000 frames were integrated.
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